
Discoveries are the results of a deep exploration of the data by Berrijam AI.  

Combining human expertise with Berrijam Discoveries lead to one of three things:
1. Discovery of something new or interesting that inspires ideas or exploration.
2. Confirmation of experience or instinct about the goal, now supported by data.
3. Clarity about the limits of the data or factors for a particular problem.

The Discoveries are structured in four sections: 
1. Overview
2. Key Factors
3. Key Segments
4. Model Results

If ever in doubt, you can always request a consult with Berrijam AI Coaches.

1. Overview

Sanity Check 
If you can’t beat random 
guessing, then the data and 
factors were not good 
predictors. Time to reconsider 
the data you are collecting or 
the factors you are expecting 
to be useful. 

Quick Segments
Most Likely Yes/No is selected 
based on both how large is the 
segment and the percentage of 
the segment that is Yes/No. This 
is where you can have the 
biggest impact.

The overview highlights some the interesting things found in the exploration and set the context for the rest of the 
discoveries. 

2. Key Factors

Berrijam AI evaluates each of the columns as a possible factors in predicting the goal. The table lists factors in order 
of importance, along with the values at which outcomes is more likely ‘Yes’ when considered by itself.

Focus & Prioritize
Some factors matter, some are 
irrelevant, and others are 
statistically mirrors of each other.
These insights can help you 
prioritize which pieces of 
information or data should you 
invest in managing, or prioritize 
certain groups based on single 
factor.



2. Key Segments

Often a combination of multiple factors are more interesting. Segments, defined by a combination of factors and 
their values, highlight subset of population such as customers, patients or circumstances under which Yes or No are 
most likely.

Segments are prioritized based on 
a combination of their size as well 
as the percentage of Yes or No. 

This helps you focus on the most 
important sub-groups within the 
dataset.

Segments are based on 
multiple factors and 
conditions in a way most 
people can understand.

Most segments will have a combination of Yes and No. The gray bar represents 
the size of the full dataset (i.e. rows or records in the data explored). The colored 
parts represent the size of this particular segment, so you can get a visual sense 
of the size of the segment with respect to the full population.

Berrijam AI automatically highlights the most interesting segments for both Yes and No outcomes. Often these are 
clues to identify specific areas to focus or to come of up solutions targeted to these sub-groups. 

You can also interactively explore segments through Segment Rings, which organizes segments in a hierarchy.

Navigate down to lower-level segments by clicking on the segment rings, and navigate back up to higher-level 
segments by clicking in the centre. The video above shows an example. Notice that as you hover, on a segment, it 
show you the conditions that define the segment, percentage of records (or segment size) and the percent ‘yes’. 

https://docs.google.com/file/d/1L9QR9dbnfTC2L6TxxoowLHIUD2mQiNKP/preview


4. Model Results

Berrijam AI explores hundreds of models of different types and parameters, which fit into two categories - 
Explainable and Non-Explainable. 

Each dot represents the performance of one predictive model, along the axis of F1 Score. F1 Score is a good way to 
assess model’s balance between precision and recall, and is also more robust to imbalance between Yes and No 
examples in the dataset.

Guessing Model - Since models are only as good as the data, we evaluate each model against a model that makes 
random guesses on the outcome. If the models perform no better than guessing, then the data and the factors are 
not useful, and it is time to fix the data or explore different factors.

Berrijam AI generates insights using the best explainable model, but also compares those against the best 
non-explainable model.

Explainable Models
Ability to understand and derive 
human friendly insights above is 
based on explainable models. If 
transparency, trust and insights 
matter, then explainable models 
are the way to go!

Predictions - If the dataset has rows where the goal is empty (i.e. not labelled yes or no), then Berrijam AI 
automatically generates predictions for those rows using the best Explainable and Non-Explainable Models. 

Data security is top of mind at Berrijam, and so we automatically delete the predictions generated within 1-week.

Non-Explainable 
Models
Berrijam AI also explore models 
that are very hard (if not 
impossible) to easily 
understand, but are sometimes 
better. We call these 
non-explainable models, and 
use these where ranking and 
predictions of individual rows is 
more important than 
explainability.

Still unsure or need some help? Contact Berrijam AI Coaches

https://en.wikipedia.org/wiki/F-score
https://en.wikipedia.org/wiki/Precision_and_recall

